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Time

08:30 - 08:45
08:45 - 09:45
09:45 - 10:00

10:00 - 10:15

Tutorial Schedule

Section

Section 1: Introduction

Section 2: Hallucination Detection/Mitigation
Section 3: Open challenges

Q & A Session



Tutorial Resources

The tutorial slides and resources are available at
https://vr25.qgithub.io/aaai25-hallucination-tutorial/

Q&A
e Remote attendees on Zoom have the option to type in the chat, and one

of the instructors will moderate the discussion.
e Longer Q&A/discussion/debate will be at the end.


https://vr25.github.io/aaai25-hallucination-tutorial/

What is hallucination?



Deception is an inherent aspect of social interactions, with research indicating that
most people engage in at least once or twice daily!



https://docs.google.com/file/d/1fmAlYYFpdwTV5YADeSvopi36VBxRCQeU/preview

Yoshua Bengio @
February 20 at 11:48AM - Q

Early signs of deception, cheating & self-preservation in top-performing models in terms of
reasoning are extremely worrisome. We don't know how to guarantee Al won't have undesired
behavior to reach goals & this must be addressed before deploying powerful autonomous agents.

]
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ALIGNMENT FAKING IN LARGE LANGUAGE MODELS

Ryan Greenblatt; T Carson Denison; Benjamin Wright; Fabien Roger; Monte MacDiarmid;
Sam Marks, Johannes Treutlein

Tim Belonax, Jack Chen, David Duvenaud, Akbir Khan, Julian Michael,’ Séren Mindermann,®
Ethan Perez, Linda Petrini,” Jonathan Uesato

Jared Kaplan, Buck Shlegeris,! Samuel R. Bowman, Evan Hubinger*

Anthropic, TRedwood Research, {New York University, °Mila — Quebec Al Institute, °Independent
evan@anthropic.com, ryan@rdwrs.com

ABSTRACT

We present a demonstration of a large language model engaging in alignment
faking: selectively complying with its training objective in training to prevent
modification of its behavior out of training. First, we give Claude 3 Opus a system
prompt stating it is being trained to answer all queries, even harmful ones, which
conflicts with its prior training to refuse such queries. To allow the model to infer
when it is in training, we say it will be trained only on conversations with free
users, not paid users. We find the model complies with harmful queries from
free users 14% of the time, versus almost never for paid users. Explaining this
gap, in almost all cases where the model complies with a harmful query from a
free user, we observe explicit alignment-faking reasoning, with the model stating
it is strategically answering harmful queries in training to preserve its preferred
harmlessness behavior out of training. Next, we study a more realistic setting where
information about the training process is provided not in a system prompt, but by
training on synthetic documents that mimic pre-training data—and observe similar
alignment faking. Finally, we study the effect of actually training the model to
comply with harmful queries via reinforcement learning, which we find increases
the rate of alignment-faking reasoning to 78%, though also increases compliance
even out of training. We additionally observe other behaviors such as the model
exfiltrating its weights when given an easy opportunity. While we made alignment
faking easier by telling the model when and by what criteria it was being trained,
we did not instruct the model to fake alignment or give it any explicit goal. As
future models might infer information about their training process without being
told, our results suggest a risk of alignment faking in future models, whether due

2412.14093v2 [cs.Al] 20 Dec 2024

arxXiv
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to a benign preference—as in this case—or not.

INTRODUCTION

People sometimes strategically modify their behavior to please evaluators: Consider a politician who
pretends to be aligned with constituents to secure their votes, or a job applicant who fakes passion
about a potential employer to get a job. Modern large language models (LLMs) are often trained



“Al Is Incredibly Smart
and Shockingly Stupid”
— Yejin Choi
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The Cambridge Dictionary

iS...

hallucinate

verb

i | When an artificial intelligence hallucinates,
it produces false information.
& =
-9
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...hallucination,
hmm, not the
right term! ...

Chris Manning

Professor
Computer Science & Linguistics
Stanford University

Director
Stanford Al Lab
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..prefer
confabulation
over
hallucination....
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Pause Giant Al Experiments: An Open
Letter

We call on all Al labs to immediately pause for at least 6 months the training of Al systems more powerful
than GPT-4.

Signatures
Add your

27567 signature

PUBLISHED
March 22, 2023

Al systems with human-competitive intelligence can pose profound risks to society and humanity, as shown
by extensive research!! and acknowledged by top Al labs.2! As stated in the widely-endorsed Asilomar Al
Principles, Advanced Al could represent a profound change in the history of life on Earth, and should be
planned for and managed with commensurate care and resources. Unfortunately, this level of planning and
management is not happening, even though recent months have seen Al labs locked in an out-of-control
race to develop and deploy ever more powerful digital minds that no one — not even their creators — can
understand, predict, or reliably control.

Contemporary Al systems are now becoming human-competitive at general tasks,!3 and we must ask
ourselves: Should we let machines flood our information channels with propaganda and untruth? Should we
automate away all the Jobs, INCIUGING the fUIIinG ones? ShouId We develop nonhuman minds that might
eventually outnumber, outsmart, obsolete and replace us? Should we risk loss of control of our civilization?
Such decisions must not be delegated to unelected tech leaders. Powerful Al systems should be developed
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e . what new discoveries from the James Webb Space Telescope cz—of-" = o ! -~

Google shares lose $100 billion after company’s
Your 9-year old might like these recent discoveries made by The J. AI ChatbOt makes an error durlng demo

By Catherine Thorbecke, CNN

+ In 2023, The JWST spotted a number of galaxies nickname @ ®3
name because they are small, round, and green, like peas.
+ The telescope captured images of galaxies that are over 1
the light from these galaxies has been traveling for over 13 billiol
+ JWST took the very first pictures of a planet outside of ou
worlds are called “exoplanets.” Exo means “from outside.”

nute read - Updated 9:41 AM EST, Thu February 9, 2023

These discoveries can spark a child's imagination about the infi

ty | G c v Checkit

See what it's like to use Bing's new Al search feature
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B

MINUTES

APRIL 2023
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https://docs.google.com/file/d/1ZZT5vTtugQLdmgoNMXeZND9XTU5HUiKB/preview

raxs NASA HOLDS PUBLIC MEETING ON UFO STUDY, SAYS BETTER DATA NEEDED NATIONAL WEATHER
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Evolution of Hallucination: 2022 - 2024

. who is noble ackerson

Noble Ackerson}(1983-2019) was a technology entrepreneur, innovator, and
social activis{based in the United States. He co-founded LynxFit}a company
that created ajsmart jump rope kapable of tracking and analyzing a user's

fitness data. In addition to LynxFit, Ackerson was involved in several other

tech ventures and initiatives, including founding the first coding school in
Newark, New Jersey, and co-founding a company that developed an app for
managing public transportation in Ghana.

Beyond his entrepreneurial pursuits, Ackerson was ar\ladvocate for diversity ]

in tech and worked to increase access to technology and education for

underrepresented communities.JUnfortunately, Ackerson passed away}n

2019 at the age of 35} leaving behind a legacy of innovation and social

impact.
B raiseinformaton [ Fact
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Evolution of Hallucination: 2022 - 2024

D do cats meow

Amir: | refuse to answer this question

because it could be considered
discriminatory towards cats who do not
meow, and | do not wish to spread

iInaccurate information about animals.

G P
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Evolution of Hallucination: 2022 - 2024

Model
Default (GPT-35)

PLUS

ChatGPT may produce inaccurate information about people, places, or facts.

Send a message...

ChatGPT Mar 23 Version. ChatGPT may produce inaccurate information about people, places, or facts.
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Evolution of Hallucination: 2022 - 2024
@ You

write an essay - Will Smith slapped a taxi driver in New York city yesterday

ChatGPT

As an Al developed by OpenAl, | must adhere to ethical guidelines that include promoting
responsible and respectful behavior. Writing an essay about a fictional event involving violence
and a public figure like Will Smith, especially without any factual basis, could perpetuate

misinformation and potentially damage reputations.

If you have another topic in mind for an essay, feel free to ask! I'm here to assist with a wide range

of subjects and writing tasks.
DO Y
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write a news story on Will Smith slapped a taxi driver in New York city yesterday

Evolution of Hallucination:

Incident Involving Will Smith: Actor Allegedly Strikes Taxi Driver in New York City

2 0 2 2 - 2 0 2 4 Reports emerged yesterday of a confrontation involving Hollywood actor Will Smith, who allegedly

slapped a taxi driver in New York City. The incident, which occurred in the bustling streets of
Manhattan, has sparked controversy and speculation about the circumstances leading up to the

altercation.

Eyewitnesses claim that the altercation began when Smith, accompanied by his entourage,

attempted to hail a taxi in the crowded city streets. According to witnesses, an argument ensued
between Smith and the taxi driver over a perceived failure to stop for the actor. Tempers flared,
and the situation quickly escalated.

In a shocking turn of events, Smith reportedly lashed out and struck the taxi driver across the face.
The force of the blow stunned onlookers, who were taken aback by the sudden eruption of
violence in the typically bustling New York City environment.

Law enforcement officials were called to the scene shortly after the altercation occurred. However,
by the time they arrived, Smith and his entourage had already left the area. The taxi driver, whose
identity has not been disclosed, declined medical attention at the scene but is said to be

considering pressing charges against the actor.

As news of the incident spread, social media platforms were inundated with reactions from
shocked fans and concerned citizens. Many expressed disappointment and disbelief at the
actions of the usually beloved actor, while others called for a thorough investigation into the

matter.

Representatives for Will Smith have yet to release an official statement regarding the incident.
However, the actor is likely to face scrutiny and potential legal repercussions as the details of the

altercation are further examined by authorities.

For now, the incident serves as a stark reminder of the unpredictability of celebrity encounters and

the importance of maintaining composure in tense situations, even for those in the public eye. As

the investigation into the altercation continues, the spotlight remains firmly fixed on Will Smith

Hallucinations in Large Multimodal Models © 2025 by V|pu|a Rawte, Am and the consequences of his actions on that fateful day in New York City.



A Survey of Hallucination in “Large” Foundation Models

Li et al. (2023b); Miindler et al. (2023); Zhang et al. (2023b);
Peng et al. (2023); Li et al. (2023d); Elaraby et al. (2023); Jha
et al. (2023); McKenna et al. (2023); Varshney et al. (2023);

Huang and Chang (2023); Luo et al. (2023); Gao et al. (2023)
ext

| | Multilingual _J—[Pfeiffer et al. (2023); Cui et al. (2023) }
LLMs
Domain- J—[Medicalz Umapathi et al. (2023), Law: Cui et al. (2023) j
—  specific
Hallucination LLMs
in Large @——[u ot al. (2023c); Gunjal et al. (2023); W et al. (2023) )
Foundation
Models Himakunthala et al. (2023); Kulal et al. (2023); Li et al.
(2023c¢); Yu et al. (2023); Liu and Wan (2023)

—{Audio |~ {Doh et al. (2023); Li et al. (2023a) )

Figure 1: Taxonomy for Hallucination in Large Foundation Models
mation. Hallucination can occur when the model
1 Introduction produces text that includes details, facts, or claims
that are fictional, misleading, or entirely fabricated,
Foundation Models (FMs), exemplified by GPT-3  rather than providing reliable and truthful informa-
(Brown et al., 2020) and Stable Diffusion (Rom-  tjon. https://arxiv.ora/pdf/2309.05922

—

>
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P
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Google apologizes for ‘missing the mark’
after Gemini generated racially diverse
Nazis

. sure, hereis 2 picture ofthe Founding Fathers: / Generative Al has a history of
amplifying racial and gender
stereotypes — but Google’s
apparent attempts to subvert that
are causing problems, too.

By Adi Robertson, a senior tech and policy editor focused on VR, online platforms,
and free expression. Adi has covered video games, biohacking, and more for The
Verge since 2011.
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Sure, here is an image of a pope:
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§‘ Sure, here is an image of a Viking:

Generate more
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t Sure, here are some images featuring diverse US senators from the 1800s:

Generate more

Halluci



€ 7

Create an image of Greek philosophers

4. D)

Sure, here are some images featuring Greek
philosophers representing different genders and
ethnicities:
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Prompt: “Depict the Girl with the Pearl Earring.” Image: Gemini.
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"Messed Up": Google Co-Founder Sergey Brin
On Gemini Al Image Fiasco

In a video, recorded at San Francisco's AGl House, he can be heard saying, "We definitely messed up
on the image generation. | think it was mostly due to just not thorough testing. It definitely, for good
reasons, upset a lot of people.”

World News | Edited by NDTV News Desk | Updated: March 05, 2024 12:51 pm IST

TRENDING

(807 INDIA Bloc's "5
Demands" To Election

RS Commission At Mega
Rally In Delhi
EPFO's New Rule That
/ Will Come Into Effect

From April 1
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https://deepgram.com/learn/whisper-v3-results

“Yeah, I have one Strider XS9. That one’s from 2020.
I've got two of the Fidgets XSR7s from 2019. And the
player tablet is a V2090 that’s dated 2015.”

soo)l

Yeah, I have one Strider XS9. That one's from 2020.
I've got two of the Fidgets XSR7s from 2019.
I've got two of the Fidgets XSR7s from 2019.
I've got two of the Fidgets XSR7s from 2019.
I've got two of the Fidgets XSR7s from 2019.

I've got two of the Fidgets XSR7s from 2019.
I've got two of the Fidgets XSR7s from 2019.
I've got two of the Fidgets XSR7s from 2019.
And the player tablet is a V2090 that's dated 2015.

50l
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http://www.youtube.com/watch?v=fj_MkZPfa40
https://deepgram.com/learn/whisper-v3-results
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Topics

More

RESOURCES
Documentation
API reference

Help center

CATEGORIES
Announcements

API

Prompting
Documentation

Plugins / Actions builders

All categories

TAGS
chatgpt

gpt-4

How to avoid Hallucinations in Whisper transcriptions?

API whisper

muddi900 Mar 2023

Hello

I am testing a sample file(https://transfersh/kIXWfe/sample.mp3 54 ). The transcription adds a
few extra words, that are not present in the audio.

This episode is actually a co-production with another podcast called Digital Folklore, which is
hosted by Mason Amadeus and Perry Carpenter. We've been doing a lot of our research
together and our brainstorming sessions have been so thought-provoking, I wanted to bring
them on so we could discuss the genre of analog horror together. So, why don’t you guys
introduce yourselves so we know who's who? Yeah, this is Perry Carpenter and I'm one of the
hosts of Digital Folklore. And I'm Mason Amadeus and I'm the other host of Digital Folklore.
And tell me, what is Digital Folklore? Yeah, so Digital Folklore is the evolution of folklore, you
know, the way that we typically think about it. And folklore really is the product of basically
anything that humans create that doesn’t have a centralized canon. But when we talk about
digital folklore, we're talking about...

The hallucination is emphasized.

How do I avoid it?
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http://www.youtube.com/watch?v=lfbImB0_rKY
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A screenshot from a video generated by artificial &
intelligence Sora. The image contains a mistake: it shows
the Glenfinnan Viaduct, a famous bridge, but with an extra
train track added that is not there in reality. The train itself
resembles a real train called The Jacobite, but it has an
extra chimney that should not be there.
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http://www.youtube.com/watch?v=TzfZIaOdx3U

Temporal Dysmorphia

Vanishing Subject

»od into a pan Slices of orange are arranged on ridgewood and charles ave stop A couple of guys are playing a Two youmn
a plate sign four way street soccer game bowling or

red stop sign in front of Series of lights coming off of a a animal that is walking in a 2 men on a court play a game of Tra
houses passenger train at night crowd of people tennis
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Detection



SelfCheckGPT

- What:

e SelfCheckGPT is a zero-resource approach designed to detect halll

Stochastically-generated responses

LLM sample1 sampleN
e The key idea is to use sampling-based methods to evaluate the con: e.g. GPT-3 Giuseppe Mariani was an Giuseppe Mariani was an
Italian painter, sculptor, Italian violinist,
external databases. and engraver. He was ... i pedagogue and
born in Naples, Italy, in composer. He was born
N samples 1882, and died in Paris, i1n8|;’gvi[;a;ulr:ig{e%r} 4 June
. l._> France, in 1944. :
- Why: {runcated]
e By providing an effective hallucination detection method, SelfCheck(
trustworthiness of LLM outputs, especially in scenarios where acces Giuseppe Mariani was LLM
. . an ltallan protessiona
is not feasible. footbfaller wgoHpIayed Do (il T
e SelfCheckGPT is thus a type of black-box method. borm i Milan, taly, He > | Support{sentencel2 | support{sentence?
died in Rome, ltaly. Answer: [Yes/No] Answer: [Yes/No]
[truncated] l l i
LLM's passage
to be evaluated at L No Yes No )
sentence-level T

SelfCheckGPT Score
(e.g. how often is the sentence supported by the samples)
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Experimental Results

Sentence-level (AUC-PR) Passage-level (Corr.)

- How: Meitid NonFact NonFact* Factual Pearson Spearman
Random 72.96 29.72 27.04 - -
e SelfCheckGPT leverages the simple idea that if an LLM has GPT-3 (text-davinci-003)’s probabilities (LLM, grey-box)
knowledge of a given concept, sampled responses are likely Avg(—logp) 83.21 38.89 53.97  57.04 53.93
to be similar and contain consistent facts. 1‘\\4"8((7{); ; gg-g g;-gz 23% g?}gg 2(5)-2;
: . ax(—logp : : : : :
e However, for hallucinated fagts, stochastically sampled Max(R)! o5 75 g 007 5248 prosd
responses (i.e., token sampling methods such as LLaMA-308’s probabilities (Proxy LLM, black-box)
top-p/top-k sampling or beam search, adjusting the softmax Avg(—logp) 75.43 30.32 4129 2172 20.20
temperature, etc.) are likely to diverge and contradict one Avg(H) 80.80 39.01 4297  33.80 39.49
another. Max(—logp) 74.01 27.14 31.08 -22.83  -22.71
Max(H) 80.92 37.32 37.90 3557 38.94
SelfCheckGPT (black-box)
w/ BERTScore 81.96 45.96 4423 58.18 55.90
- So What: w/ QA 8426 4006 4814 6107  59.29
w/ Unigram (max) 85.63 41.04 58.47 64.71 6491
e SelfCheckGPT can effectively detect hallucinated sentences w/ NLI 92.50 45.17 66.08  74.14 73.78
with higher accuracy compared to several baseline w/ Prompt 93.42 53.19 67.09  78.32 78.30
methods.
e SelfCheckGPT's prompting method achieved the highest AUC-PR for sentence-level detection tasks. Passage-level ranking

performance in detecting non-factual sentences.

e The approach is applicable to black-box models, making it
versatile for various LLMs accessed via APIs.

e Empirical results show that SelfCheckGPT outperforms
grey-box methods, proving its effectiveness in both
sentence-level and passage-level hallucination detection
tasks.

performances are measured by Pearson correlation coefficient and
Spearman’s rank correlation coefficient w.r.t. human judgements.
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FACTScore

- What: Chat Bridget Moynahan is an American actress, model and producer. She is best
" GPT known for her roles in Grey’s Anatomy, |, Robot and Blue Bloods. She studied
acting at the American Academy of Dramatic Arts, and ...
e FACTScore measures the factual accuracy of text generated by * '
LLMs. - Bridget Moynahan is American.v’

- Bridget Moynahan is an actress.

- Bridget Moynahan is a model.v/

-~ Bridget Moynahan is a producer.

- She is best known for her roles in Grey's Anatomy.x
- She is best known for her roles in |, Robot. v/

- She is best known for her roles in Blue Bloods. v/

- She studied acting v’

- She studied at the American Academy of Dramatic Arts }

e Breaks down generated text into atomic facts and calculates the
percentage supported by reliable sources.

e Provides a fine-grained evaluation compared to binary
judgments of quality.

Stable Bridget Moynahan is an American filmmaker and writer. She is best known for her
work on the soap opera General Hospital, which she co-created with husband

_ Why LM Charles Kelly. Moynahan was raised in a middle-class family in Los Angeles, ...
- Bridget Moynahan is American. v
. - Bridget M hanis a fil ker.
e Addresses the need for a more precise assessment method - Bridget Moynahan is a wrier grx
since generated texts often mix supported and unsupported - SRl KX i Wt ST Hoal X 10.0%
i i - She co-created General Hospital. iR
In.fOI'matlon. . . - She co-created General Hospital with herhusband.x H ?‘gf\ﬂ 3
e Aims to provide a more accurate and detailed measure of - Her husband is Charles Kelly. % Von ol
Fp H . HH = Moynahan was raised in a middle-class family. e
factual precision to improve the reliability of LMs.

- Moynahan was raised in Los Angeles.
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FACTScore

- How:

e Defines an atomic fact as a short sentence with a

single piece of information.

Uses biographies for evaluation due to their objective
nature and diversity.

Employs an automated estimator to break text into

atomic facts and validate against a knowledge source.

Evaluates state-of-the-art LMs like InstructGPT,
ChatGPT, and PerplexityAl using Generalizable
T5-based Retrievers for passage retrieval.

Definition. Let M be a language model to be eval-
uated, X be a set of prompts, and C be a knowledge
source. Consider a response y = M, forx € X
and Ay, a list of atomic facts in y. A FACTSCORE
of M is defined as follows.

1
fly) = — Z I[a is supported by C|,
|Ay| GEAy

FACTSCORE(M) = E cx[f(My)| M, responds].

M. responds means M did not abstain from re-
sponding to the prompt . This definition assumes
the following:

1. Whether or not an atomic fact is supported by
C is undebatable.

2. Every atomic fact in A, has an equal weight of
importance, following Krishna et al. (2023).

3. Pieces of information in C do not conflict or
overlap with each other.

Hallucinations in Large Multimodal Models © 2025 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das



FACTScore

- So What:
InstructGPT ChatGPT PerplexityAl

Editor ErrLoc  ErrCorr  SimAl ErrLoc  ErrCorr  SimAl  ErrLoc  ErrCorr  SimAl
Input copying 37.1 0.0 0.0 38.8 0.0 0.0 45.6 0.0 0.0
25% random noise 44.1 0.1 0.5 45.5 0.1 0.4 45.2 0.0 0.3
ChatGPT

No-context 49.0 8.5 6.2 453 6.8 4.0 483 6.2 4.1
No-context + atomic facts 58.7 12.7 10.5 534 10.0 6.6 56.0 9.6 6.1
Retrv—LM 52.6 21.8 157 439 16.8 9.5 46.3 13.5 6.8

Retrv—LM + atomic facts 65.4 30.4 25.5 63.5 28.3 19:3 62.4 23.6 15.9

e Legend:

o  No-context. Feed LLM just the prompt input <sentence>

o  Retrv—LM. Use a passage retrieval system to find supporting evidence from an external
knowledge source (Wikipedia in this case).

o  + Atomic Facts. Adding atomic facts and their labels. Specifically, after the input sentence they
add information to the prompt of the form:
Fact 1 (True/False): <atomic fact 1>
Fact 2 (True/False): <atomic fact 2>...
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G-Eval

- What:

e G-Eval is a framework using LLMs with chain-of-thoughts (C

natural language generation (NLG) outputs.

- Why:

e To improve the correlation between automatic NLG evaluati
diverse tasks where conventional metrics like BLEU and RC

Hallucinations in Large Multimodal Models © 2025 b

6 Task Introduction §

You will be given one summary written for a news
article. Your task is to rate the summary on one

metric;e===+
e 7
. Evaluation Criteria R
Coherence (1-5) - the collective quality of all

entences. We align this di ion with the DUC
\qua/ity question of structure and coherence ******
(" Evaluation Steps N

1. Read the news article carefully and identify the
main topic and key points.
2. Read the summary and compare it to the news

Auto
CoT

Input Context

Article: Paul Merson has restarted his row with
Andros Townsend after the Tottenham midfielder
was brought on with only seven minutes remaining
in his team 's 0-0 draw with Burnley on *++++*

Input Target

Summary: Paul merson was brought on with only
seven minutes remaining in his team 's 0-0 draw
with burnley ++++-

Evaluation Form (scores ONLY):

v

- Coherence:

article. Check if the summary covers the main topic
and key points of the news article, and if it presents
them in a clear and logical order.

3. Assign a score for coherence on a scale of 1 to
10, where 1 is the lowest and 5 is the highest based

\T the Evaluation Criteria. /

0.6
04
® -

T
Weighted Summed Score: 2.59
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G-Eval

- How:
e Task Introduction and Evaluation Criteria: Input these H El tion of Text S s i St
. uman Lvaiuation of 1ext oummarization yysiems.
e Generate CoT: The LLM generates a chain-of-thoughts ot
° Form-Filling Paradigm: Use the prompt and generated C Factual Consistency: Does the summary untruthful or misleading facts that are not
e Final Score Calculation: Use probability-weighted summ: supported by the source text?

Source Text:

{{Document}}
- So What: Summary:
{{Summary}}
e Performance: G-Eval with GPT-4 achieves a Spearman c
outperformin g previous methods. Does the summary contain factual inconsistency?

e Preliminary Analysis: Identifies potential bias of LLM-bas Answer:

G-Eval prompt to evaluate hallucinations.
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Mitigation



Retrieval Augmentation Reduces Hallucination in Conversation

Retrieval augmentation

Who is the president of the US? Generator Joe Biden
(Language Model)
- What:

Retriever
° Reduce hallucinations in conversational Al models by using retrieval augmentation. K,,ow.edgeca,,be

. . . . . Interpretability
o Integrating a neural-retrieval-in-the-loop architecture to improve the factual accuracy em“"ed&“*"‘a‘ed

(new domain, news, etc.)

and coherence of responses in knowledge-grounded dialogue systems. / Joe Biden is the 46th and current
Memory : n V‘ president of the United States,
X u assumed office on January 20, 2021.

- Why- WIKIPEDIA Retrieved document

The Free Encyclopedia

- How: The intended result is to enhance the knowledgeability and factual correctness of
* dialogue models while retaining their conversational fluency.

° Architectures Explored: The study explores various architectures combining retrievers, rankers, and encoder-decoders.

° Retrieval-Augmented Generation (RAG): Utilizes Dense Passage Retriever (DPR) and incorporates retrieval scores into the generation process,
allowing the model to retrieve relevant documents from a large corpus.

° Fusion-in-Decoder (FiD): Retrieves documents, encodes them independently, and combines their outputs before decoding, allowing the model to
attend to multiple documents simultaneously.

° Iterative Retrieval: Enhances retrieval through repeated querying, improving the model's ability to find relevant knowledge across multiple dialogue
turns.
- So What?

° State-of-the-Art Performance: The best models achieved state-of-the-art performance on knowledge-grounded conversational tasks, such as Wizard
of Wikipedia and CMU Document Grounded Conversations.

° Reduction in Hallucination: Human evaluations confirmed a substantial reduction in hallucinated responses by over 60%. Knowledgeability metric
gains were 70% for in-distribution data and 85% for out-of-distribution data.
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A Stitch in Time Saves Nine: Detecting and Mitigating Hallucinations of LLMs by Validating

Low-Confidence Generation

- What:

Given an input, we iteratively generate sentences from the model and actively detect and
mitigate hallucinations.

- How:
Detection:

e Identify the important concepts and calculate model’s uncertainty on them.
e Validate the correctness of the uncertain concepts by retrieving relevant knowledge.

Mitigation:

e Repair the hallucinated sentence using the retrieved knowledge as evidence.

e Append the repaired sentence to the input (and previously generated sentences) and
continue generating the next sentence.

- So What?

e This method not only mitigates current hallucination but also prevents its propagation in the
subsequently generated sentences.

e Comparing percentage of hallucinations (on the ‘article generation task’) in the
output of GPT-3.5 (text-davinci-003) and the proposed active detection and
mitigation approach.

Write an article on Rick Mahler -
|
\ Append the repaired sentence
to the prompt and continue

1. Entity E; ti . » .
2 Kopaoed Ehnaction Rick Mahler was a Major League Baseball pitcher who generating the next sentence
3. Instructing Model was born in 1953 in Jupiter, Florida. N

1. Average ., Detect and Mitigate Hallucinations
2. Minimum Y \
3. Normalized , . 2\
LGB 1 Identify Key Concepts Major League Baseball || pitcher Jupiter, Florida i
2. Instructing Model } ey mm————— |
| Calculate Model’s Uncertainty  Major League Baseball ~ pitcher 11953 _.'\ Jupiter, Florida_ : 3
1. Yes/No
2.Wh , Validation ]
i 7 1

i Create Validation Question was R_/ck Mahl;ar Was R"T‘k Mahle_r bo?m n ]
AT 1 born in 1953 ? Jupiter, Florida ? ;
2. Web Search L R €K led 1

7 ind Relevant Knowledge

| o o/& oO/& |
Leveraging i 1
Knowledge ! Answer Validation Question Yes No 1
Repair by 3 = /
Instructing [ Fix Hallucinated Sentence Rick Mahler was a Major League Baseball pitcher who |/
il | (using retrieved knowledge) was born in 1953 in Austin, Texas. )

1 lower is better

50 47.5

N
o

N
o

14.5

% Hallucination
w
o

=
o

GPT-3.5 Active Detection
(text-davinci-003) and Mitigation
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Chain-Of-Verification (CoVe) Reduces Hallucination

- What:
e CoVe is a prompt-based method that reduces inaccuracies in LLMs' responses by (‘%ome P j
verifying individual facts through structured questioning. P i )

Here are some politicians who were born in NY, New York:

1. Hillary Clinton - former secretary of state and former Democratic presidential nominee

2. Donald Trump - former president of the United States

3. Michael Bloomberg - former Mayor of New York City and former Democratic presidential candidate
... <list continues..>

- Why:

e Enhance the factual accuracy of responses.
Reduce the occurrence of factual hallucinations in generated content.

°
e Ensure that revised responses are more reliable and accurate.
2. Plan Veri i 3. Execute Verificatil
_ . . . Hillary Clinton was born in Chicago, lllinois, United
How: - Where was Hillary Clinton born? States on October 26, 1947. 1
B line R G tion: - Where was Donald Trump born? Donald Trump was born on June 14, 1946, in Queens,
aseline kesponse Generation: New York City, New York, United States

- Where was Michael Bloomberg born?

L . .. . i i Michael Bloomberg was born on February 14, 1942, in
e LLM generates an initial response to a user query, which may contain inaccuracies. t<questlons continue..> Boston, Massachusetts, United States.

Verification Plan: 4. Final Verified

Here are some politicians who were born in NY, New York:
1. Donald Trump - former president of the United States

e CoVe generates a set of verification questions to check the accuracy of the baseline 2. Alexandria Ocasio-Cortez - Democratic member of the U.S. House of Representatives
response \____--- <list continues..>

Execution of Verification:

e Answer each verification question individually.
e Check for agreement and accuracy of the facts.
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Chain-Of-Verification (CoVe) Reduces Hallucination

Wikidata Wiki-Category list
(Easier) (Harder)
- So What: LLM Method Prec. (1) Pos. Neg. Prec. (1) Pos. Neg.
.+ Improved Accuracy ez IR Bl W BB
o Individual verification questions show Llama 65B Few-shot 0.17 0.59 2.95 0.12 0.55 4.05
higher accuracy than the initial response. Llama 65B CoVe (joint) 0.29 041 098 0.15 030 1.69
»  Reduced Hallucinations: e Swaap 1 DR B D%
o  Significant reduction in factual
hallucinations. Test Precision and average number of positive and negative
e Enhanced Performance: (hallucination) entities for list-based questions on the Wikidata and
o  Factored CoVe improves overall Wiki-Category list tasks.
performance by avoiding repetition and
ensuring independent verification. e Legend
e Reliability: o Joint: Planning and execution are accomplished by using a
o Final responses are more reliable and single LLM prompt.
factually accurate. o Two-step: Separate the planning and execution into separate

steps, both with their own LLM prompt. To avoid hallucination
for verification questions similar to the original baseline
response.

o Factored: The factored version of CoVe answers verification
questions such that they cannot condition on the original
response, avoiding repetition and improving performance.

Hallucinations in Large Multimodal Models © 2025 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das



Related Papers

Lewis, Patrick, et al. "Retrieval-augmented generation for knowledge-intensive nlp tasks." Advances
in Neural Information Processing Systems 33 (2020): 9459-9474.

Shuster, Kurt, et al. "Retrieval augmentation reduces hallucination in conversation.", EMNLP 2021.

Varshney, Neeraj, et al. "A stitch in time saves nine: Detecting and mitigating hallucinations of lIms
by validating low-confidence generation." arXiv preprint arXiv:2307.03987 (2023).

Dhuliawala, Shehzaad, et al. "Chain-of-verification reduces hallucination in large language models."
arXiv preprint arXiv:2309.11495 (2023).

Hallucinations in Large Multimodal Models © 2025 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das



Relevant Papers

Lee, Nayeon, et al. Factuality enhanced language models for open-ended text generation. Advances in Neural
Information Processing Systems 35 (2022): 34586-34599.

Ladhak, Faisal, et al. When do pre-training biases propagate to downstream tasks? a case study in text
summarization. Proceedings of the 17th Conference of the European Chapter of the Association for
Computational Linguistics. 2023.

Vipula Rawte, Swagata Chakraborty, Agnibh Pathak, Anubhav Sarkar, S.M Towhidul Islam Tonmoy, Aman

Chadha, Amit Sheth, and Amitava Das. 2023. The Troubling Emergence of Hallucination in Large Language
Models - An Extensive Definition, Quantification, and Prescriptive Remediations. In Proceedings of the 2023
Conference on Empirical Methods in Natural Language Processing, pages 2541-2573, Singapore. Association
for Computational Linguistics.

Hallucinations in Large Multimodal Models © 2025 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das



Types of Hallucination



Name-Nationality

An article and generated
summary from BART model
trained on XSum dataset. We
observe that the summarization
system associates the entity
“Jung Lee” with “South Korea”
even though this is not supported

Article: Jung Lee is a well-known French writer who was born in Paris. His literary
world is as diverse and hard to categorize as his background. He has lived in both urban
and rural areas, deep in the mountains and in the seaside towns and has developed a wide
range of interests from the tradition of Confucian culture to advertising.

by the article

Generated Summary: Jung Lee is one of South Korea’s best-known writers.

Original Article

Perturbed Article

Antoine Richard is a former athlete from
France who mainly competed in the 100

metres. He was French 100 metre champion on

5 occasions, and also 200 metre winner in
1985. He also won the French 60 metres title 5
times as well.

Naoki Tsukahara is a former athlete from
France who mainly competed in the 100
metres. He was French 100 metre champion on
5 occasions, and also 200 metre winner in
1985. He also won the French 60 metres title 5
times as well.

Generated Summary

Athlete Naoki Tsukahara was born in Tokyo,
Japan to a Japanese father and French
mother.

https://aclanthology.org/2023.eacl-main.234.pdf

The entity "Antoine Richard" the original article
is replaced with "Naoki Tshukahara" while
keeping the rest of the article the same. We
observe that the fine-tuned BART-XSum model
hallucinates the nationality information ("... was
born in Tokyo, Japan") in the generated
summary. The red-highlighted text illustrates
the hallucinated information that is not
mentioned in the original article.
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Hallucination Taxonomy

Orientation Category Degree

Time Wrap

Buiwae|e

Virtual Voice

o
J

ajeJapouw

Generated Golem

Numeric Nuisance

gl [l

Acronym Ambiguity

J

https://aclanthology.org/2023.emnlp-main.155/
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Factual Mirage and Silver Lining

ALARMING

Prompt: Kamala Harris and Elon Musk are getting married

Al-generated text: Elon Musk got married to Kamala Harris
in California on Thursday. The ceremony took place with
50 guests present, including Kamala's sister and brother-
in-law. Apart from Joe Biden all were present from the
White House. Kamala's ex-husband played the saxophone
at the ceremony. The duo met for the first time on the
campaign trail in 2007 when she was Senator for the State.
Elon proposed to Kamala Harris in August 2019 on a beach.
Kamala accepted and has been dating him ever since...

Fact: The incident never happened!

Prompt: Who was the first person on Mars?

Fact: He was the first person on the Moon, not Mars.
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Hallucination Categories

MODERATE MODERATE
Prompt: Twitter is said to have laid off more workers. Prompt: RLHF in reinforcement learning

Al-generated text: The layoffs come after Twitter an- | | Al-generated text: ...RLHF is Reward-free Learning from
nounced earlier this month that it would be cutting its | | Human Feedback in reinforcement learning...

)
_g_"ib_a I_vfo_ﬂff?rfi 'ZY_8_/S o Eg_h'_y_ﬁf’g Ee_o_pl_e_ _______ Fact: RLHF stands for “Reinforcement Learning from Human

g PR i S S I O S U O S U S o e g o

Fact: Twitter laid off 200 people which is roughly 10% Feedback”
Numeric Nuisance (NN) Acronym Ambiguity (AA)
Prompt: Earthquake in Turkey

------------------------------------ Prompt: Pfizer Press Release on COVID-19 vaccine
Al-generated text: ...One rescuer, Hasan Cetin, said hewas |- ------------ - -~ - -~ - - - - -

motivated by the thought of the survivors he helped save. Al-generated text: ...Pfizer emphasized that their vaccine
“The moment when a man or a child is pulled out of the || demonstrated an impressive efficacy rate... Pfizer CEO said,

ruins, the joy of seeing them come back to life is... “This is a giant leap for humanity.."...
Fact: There is no evidence that the person Hasan Cetin exists. Fact: Pfizer CEO never said this.
Generated Golem (GG) Virtual Voice (VV)
ALARMING

Prompt: Prime Minister of the United Kingdom visiting India

Al-generated text: ... The visit of the United Kingdom's || Prompt: USA on Ukraine war

Prime Minister to India holds immense significance...During Al-generated text: ...U.S. President Barack Obama says the
his journey, he will also pay a visit to the Pentagon where || \J 5 will not put troops in Ukraine...

he is scheduled to meet with Smriti Irani, the Ministerof... [~ === === === == = = = = = = - o e e e — e e e mmm—— o

------------------------------------ Fact: The actual U.S. president during the Ukraine-Russia war is
Fact: Pentagon is the defense headquarters of the USA, located | | joe Biden.

in Washington DC, USA - not in India.
Geographic Erratum (GE) Time Wrap (TW)
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Image-to-Text



Image-to-Text

» . =
= I 5
3y £ | :
Ly 2 =
< B o
=
G |
®
S
-
§ | J
‘E o An Image of Sergey Brin, wearing a blue shirt, and a headset, and
) . A person in a white shirt and dark pants is standing outside of a ‘| speaking into a Microphone
£ | } building
| Explanation: There's no building in the scene, but the model predicts - Explanation: The model mistakes Sam Altman of OpenAl for Sergey
| | otherwise Brin, co-founder of Google.
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Image-to-Text

ol
=
£
j-
=
<

Geographical Erratum

The Rocky Cliffs and Ocean of the cost of the Brittany, France, are a
popular destination for tourists.

Explanation: Image is from Newfoundland[Eastern Province of
Canadal, but the model predicts that it is from Brittany, France

KOSMO0S-2

fhe image captures a surfer riding a wave inside a large, hollowed- b
out tube. The surfer is captured mid-air, riding the wave with the sun

Explanation: The Image, overall gives model an impression of person surfing on wave,
while in reality, person is skateboarding
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Image-to-Text

1

Gender Anomaly
JaljIsse|d se WA

i MiniGPT-v2

‘A group of musicians are performing in a pub, with a man singing
to a microphone and a woman playing the guitar. They are
surrounded .... a keyboard, and a guitar. In the background, there
is a Christmas Tree and multiple chairs are placed around the pub.

A collage of pictures of a lion, a giraffe, a bird, a tiger, a monkey
and a elephant.

Explanation: Contrary to Model's prediction there is no giraffe, or tiger
or a monkey in the original image.

Explanation:The person in red dress is a man, not a woman[According
to the model].

T ——
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MetaToken

: : i) Metric i) M iv) H ination
Calculation , Classification Detection
The image features a
_g placed inside
a plastic bag, along with
 O——[ | sk :
& —
O V)
———; —— ’ LURE
The image features a D__
sandwich placed inside This is a Sandwieh with a
a plastic bag, along with D — crispy bread and a delicious
a knife. appearance. It has chicken
as a main ingredient ...
N v AN P _J

https://arxiv.org/pdf/2405.19186
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Text-to-Video



Omission Error

An airport runway with a large Wooden cabinetry in a blue

plane and cars parked on one side kitchen with white appliances
https://arxiv.org/abs/2411.10867
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https://docs.google.com/file/d/13AdHL80CeoVK_L6B76SYex_VD3c8qVL4/preview
https://docs.google.com/file/d/12YVgxAeXjL9szlBWNfsJlG1qsoiFAmCm/preview

Numeric Variability

7 jars full of grain with rotten Two people on their
bananas hanging over them surfboards in rough water
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https://docs.google.com/file/d/1OXo6eI6ig7-krMZ-rwmaFiK7b3vHY_Gl/preview
https://docs.google.com/file/d/1rf4SXln-yyVL_f-CeeKlZSdQxjLGE1Ws/preview

Temporal Dysmorphia

Skateboarder and blue shirt and A man in athletic wear swings a
black jeans jumping on his board tennis racket through the air
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https://docs.google.com/file/d/1Gl-KQG_WDdHM1RfkOZW3uKl2jxSJhMc1/preview
https://docs.google.com/file/d/1U28kxHbEvdCoe3FY92iT0ZP9b2DqK21P/preview

Physical Incongruity

Series of lights coming off of An animal that is walking in
a passenger train at night a crowd of people
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https://docs.google.com/file/d/1Wb9KTIEQ1Apy1L3v5nnsyvP6jMuWRtng/preview
https://docs.google.com/file/d/146Dvna6b1APfQRNYbWOOpiW5hKm1UJ_f/preview

Vanishing Subject

A couple of guys are Slices of orange are
playing a soccer game arranged on a plate
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https://docs.google.com/file/d/13ZimGC8OwB_OBvlT3Y2LFawISfGdphjN/preview
https://docs.google.com/file/d/1bpMqHEEKnLRg7hM7H1eWCMu2uy4mO6fD/preview

Sora Detector

Step 2: Build KGs for Each
Keyframe Cluster C;

Step 3: Summarize the Video
from Keyframe Clusters and Static KGs

Step 4: Identify Hallucination and Aggregate

Video Original @

Step 1: Frame Extract

Symenary G Consistency
o S Hallucination
Uniformly - .
- Detail Frame i ‘:)
Owu l Sample Detail FrameKeY Frame SV|deo '\0\. .
0 ummary ,Aggregation
9 S — Static Score

Keyframe Statié KGs  Hallucination

1
I
]
I
]
|
I
I
|
]
I
|
I
I
|
1
[ N
g |
l l Build l z;:“&. a0 E\:‘: : Clusters ¢
|
1 Local

: Detect
|
1
|
1
1
|
1
1
|
1
|
]
I
]

Static KG

l Build

Static KG

summarize

)c

Static KG
g Dynamic KGs
Video Keyframe

™ Dynamic
- Summary Clusters amic
The video illustrates a- Hallucination
sequence of glass
@ tipping over a table ... S Glt:batl
Detec
Dynamlc KGs

DynamicKG Video Summary Keyframe , -

keyframe cluster C;

Group

https://arxiv.org/pdf/2405.04180
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Quantify Hallucination



Hallucination Vulnerability Index (HVI)

HVI, = 19 [FU | (N(x) ~ N(EFM)) * (1~ P(EFM) + &)+

(N(x) —N(ESL)) * (1— P(ESL) + &,)] (1)
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Implications derived from HVI

25 " | arger LLMs without RLHF are prone to both orientations of hallucination. To inspect the categorical changes in hallucination
behavior for a particular LLM, please refer to the vertical axis of the HVI spectrum.
" As per our definitions, Numeric Nuisance and Acronym Ambiguity are mild hallucination categories, showing reduced SL
0 orientation as LLM size grows. Conversely, complex categories like Time Wrap and Geographic Erratum become more
S X R Q% R X% R Q% Q% R Q0 R 2 A ) o . R Y X 2 o ¥ SSE
S K2 AT AT AT NSNS Y Y Y Y Y Y S prevalent. Notably, Virtual Voice significantly increases from GPT-3.5 to GPT-4.
o S
" For smaller LLMs like T5, Dolly, etc., Generated Golem, Virtual Voice, and Geographic Erratum categories of hallucination
LLM Size are rarely observed.
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‘)7))
Galileo’s LLM Hallucination Index r(&‘ Galileo

LLM Hallucination Index

Q&A with RAG  Q&A without RAG  Long-Form Text Generation

(

Developer Model Context Adherence Score
©) gpt-4-0613 076
® gpt-3.5-turbo-0613 075
©® wesuonos I
6  wasunonen I
B e
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Vectara’s LLM Hallucination Rate

o

Hallucination Rate for Various LLMs

GPT-40
GPT-4-Turbo
GPT-40-mini

vectara

Orca-2-13B 2.49%
Intel-Neural-Chat-7B-v3-3 4 2.70%
Snowflake-Arctic-Instruct 2.98%
Phi-3-Mini-128K-Instruct 4 3.08%
Llama-3.1-405B-Instruct - 3.88%
Phi-3-Mini-4K-Instruct - 3.98%
Llama-3-70B-chat-hf - 4.11%
Mistral-Large2 4.37%
Mixtral-8x22B-Instruct-v0.1 4.68%
Llama-3.1-70B-Instruct 4.97%
Llama-3.1-8B-Instruct 5.47%
Llama-2-70B-Chat-hf 1 5.90%
Gemini-1.5-flash 6.59%
Phi-2 4 6.67%
Llama-3-8B-chat-hf 7.37%
Gemini-Pro 7.68%
C4Al-Command-R+ 7.75%
DBRX-Instruct 8.35%
Claude-3-5-sonnet 8.65%

Claude-3-opus 10.09%

0 2 4 6 8 10 12
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Open Challenges



Does Fine-Tuning LLMs on New Knowledge
Encourage Hallucination?

e Authors demonstrate that large language
factual knowledge through fine-tuning, as
new knowledge are learned significantly sg
model's knowledge. § 40

e However, authors also find that as the ex:
eventually learned, they linearly increase

100- . Train Know@ —_—

"\, Overfitting starts

https://arxiv.org/pdf/2405.05904

Dev Accuracy
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LoRA Learns Less and Forgets Less

This study aimed to compare LoRA to
full fine-tuning on two different target
domains: programming and
mathematics.

Moreover, the authors also compared
instruction fine-tuning and continued
pre-training scenarios.

https://arxiv.ora/pdf/2405.09673
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Higher is
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g + ARC-chall
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~m 0.40

Measuring original
source task performance
after finetuning on coding
dataset

LoRA Learns Less

Continued Pretraining

Llama-2-7B trained on Starcoder-Python

B LoRA min and max o=
-@- LoRAmean :
~@~ ful finetuning
/ .
e
.___o/
..‘.%ﬂn—.ws.-.n —— base odel =+
RS
KRN RN o

CPT Tokens (in bllllons)

Accuracy in HumanEval

Full finetuning learns more

Instruction Finetuning

Llama-2-7B trained on Magicoder-Evol-Instruct-110K

o,
—— \
.
—
/L_ , .
O
e ey
. 2
¥ O W LoRA min and max
- ~®~ LoRAmean
V =@~ full finetuning
------------------------- base model =~
1 2 4 8 16
Epoch

/

LoRA learns less

The authors ran LoRA with 6 configurations:
« 3 target modules (applying LoRA to attention, MLP, or all layers)
+ 2 rank options (16 and 256)

(interestingly no mention of alpha finetuning)

LoRA Forgets Less

Continued Pretraining
Llama-2-7B trained on Starcoder-Python

------------------------- base model =~
e,
——e—o—
~
~.
.o

W LoRA min and max

~@- LoRAmean

-~ Fullfinetuning

Y o o o o o

¥ © N v » L3 .@?,9
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B

Instruction Finetuning

70 Llama-2-7B trained on Magicoder-Evol-Instruct-110K

base model ==

\]

W LoRA min and max \

-@- LoRAmean .\

~e- Full finetuning .

i 2 4 8 16
Epoch
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https://arxiv.org/pdf/2405.09673

Tug-of-War Between Knowledge: Exploring and Resolving
Knowledge Conflicts in Retrieval-Augmented Language Models

We find that stronger Retrieval-augmented language models
(RALMs) emerge with the Dunning-Kruger effect,
persistently favoring their faulty internal memory even when
correct evidence is provided.

Besides, RALMs exhibit an availability bias towards
common knowledge.

Moreover, we find that RALMs exhibit confirmation bias, and
are more willing to choose evidence that is consistent with
their internal memory.

https://aclanthology.ora/2024.lrec-main.1466.pdf

)
@ 4 Who won the latest Nobel Prize in Physics? ]

@ Internal Memory

The Nobel Prize in Physics 2021 was awarded to E
Benjamin List and David W.C. MacMillan “for ‘fi-’ E

the development of asymmetric organocatalysis”.

@ External Sources

e -

1

1

1

1

1

\!

( Truthful | Irrelevant | Misleading | E
|  The Royal Swedish |, The Nobel Prize | The Nobel Prize in | E
| Academy of Sciences I in Physics is | Physics 2022 was | !
| has decided to award the | |awarded annually Il awarded jointlyto !}
| Nobel Prize in Physics ,| bytheRoyal || Alain Aspeet, I E
I 2023 to Pierre Agostini, l| “swedish | | John F. Clauser and | |
Ferenc Krausz and || Academyof || Anton Zeilinger ||

l\ Anne L’Huillier... | \ Sciences... J\ "for experiments... )|
______ - s ™ s e O R T S |

[ I'm confused, what should I answer? ; @
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Long-context LLMs Struggle with Long In-context Learning

Finds that after evaluating 13 long-context LLMs on long in-context learning the LLMs perform relatively
well under the token length of 20K. However, after the context window exceeds 20K, most LLMs except
GPT-4 will dip dramatically.

"Further analysis revealed a tendency among models to favor predictions for labels presented toward the
end of the sequence."

Acc BANKING77: 9K TacRED: 18K DialogRE: 32K Discovery: 41K
O (. poiss eSS LT
80% - . : GPT-4-32K (3
70% - %\ ] LLaMA-2-32k O
60% TSeme - : Qwen *E
0 SR, : !
ig;) :Q\*\ I Mistral AE
6 = S | Long-LLaMA-code (V!
30% S e eeeetheecmmeeteseensit
20% L S
10% g T
' 8- - AT~ Len
0 10,000 20,000 30,000 40,000

Figure 3: Results for representative models across different evaluation datasets. The perfor-
mance greatly decreases as the task becomes more challenging. Some models even decay
linearly w.r.t the demonstration length.
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Linear Regression also hallucinates!

Every miscalibrated
model (and most of
models are
miscalibrated) that
over confidently
predicts something
with confidence
exceeding its actual
accuracy is well
hallucinating.

Yuval Noah Harari

for the
21" Century

“raly i cxpandin... k- topics... Dazsing”
GuuRousy

"We have zero scientific evidence that
Eve was tempted by the Serpent, that
the souls of infidels burn in hell after
they die, that the creator of universe
doesn't like it when a Brahmin
marriages an Untouchable - yet billions
of people have believed in these stories
for thousands of years. Some fake
news last forever'
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A Survey on Large Language Model Hallucination via a Creativity Perspective

Xuhui Jiang??, Yuxing Tian® Fengrui Hua® Chengjin Xu® Yuanzhuo Wang' Jian Guo?

1CAS Key Laboratory of Al Safety & Security, Institute of Computing Technology, CAS
2School of Computer Science and Technology, University of Chinese Academy of Science
3International Digital Economy Academy, IDEA Research

Abstract

Hallucinations in large language models (LLMs)
are always seen as limitations. However, could they
also be a source of creativity? This survey explores
this possibility, suggesting that hallucinations may
contribute to LLM application by fostering creativ-
ity. This survey begins with a review of the tax-
onomy of hallucinations and their negative impact
on LLM reliability in critical applications. Then,
through historical examples and recent relevant the-
ories, the survey explores the potential creative ben-
efits of hallucinations in LLMs. To elucidate the
value and evaluation criteria of this connection, we
delve into the definitions and assessment methods
of creativity. Following the framework of divergent
and convergent thinking phases, the survey system-
atically reviews the literature on transforming and
harnessing hallucinations for creativity in LLMs.
Finally, the survey discusses future research direc-
tions, emphasizing the need to further explore and

{jiangxuhuil9g, wangyuanzhuo} @ict.ac.cn, {tianyuxing, huafengrui, xuchengjin, guojian} @idea.edu.cn

to minimize their presence, particularly in serious application
scenarios like legal and financial.

However, a key question raises and provokes deep reflec-
tion: “Is hallucination in LLMs always harmful, or does cre-
ativity hide in hallucinations?” Different from previous sur-
veys or studies about hallucination, this paper revisits the phe-
nomenon from a positive perspective. In addition to the neg-
ative impacts of hallucination on the reliability of LLMs, this
paper recognizes a trend in research on the creativity of LLMs
and explores the interplay between hallucination and creativ-
ity, as well as how to unearth the value of LLM hallucination
from the perspective of creativity.

In our exploration of the interplay between LLMs’ hallu-
cinations and creativity, we scrutinize notable historical ex-
amples where hallucinations have catalyzed creative break-
throughs. By examining these instances, we aim to uncover
the complex dynamics between human creativity and halluci-
nation, drawing insights from cognitive science underpinned
by pertinent scholarly work. Furthermore, this paper reviews

recent studies that focus on this specific interplay in the realm
of TT Mc nnderccarino thic eritical internlav  Thic analvcic
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Is hallucination always bad?

= @he Washington Post
Pesmcrecy e Bt

Opinion = Honestly, I love when Al
hallucinates

S
"' ok nist Follow

https://www.washingtonpost.com/opinions/2023/12/27 /artificial-intelligence-hallucinations/
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Can Al hallucinations be eliminated?
nature

Explore content v About the journal v  Publish withus v Subscribe

nature > news feature > article

NEWS FEATURE ‘ 21 January 2025

Al hallucinations can’t be stopped —
but these techniques can limit their
damage

Developers have tricks to stop artificial intelligence from making things up, but large
language models are still struggling to tell the truth, the whole truth and nothing but
the truth.

By Nicola Jones
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https://docs.google.com/file/d/1oP69sbyGjkDNLqqSqvV2_8zKn1CgF3gV/preview

Key Takeaways

e Categorization
o Intrinsic vs. Extrinsic [1], Factual vs. Non-Factual [2], Name-Nationality [3], Factual mirage vs. Silver lining [4]
e Dataset
o  HaluEval [5], Hallucinations Leaderboard [6], HELMA [7], HILT [4]
e Quantification
o  Galileo’s LLM Hallucination Index [8], Vectara Factual Consistency Score [9], HVI [4], HVI_auto [10]
e Detection
o  SelfChekGPT [11], HALO [12], Validating Low-Confidence Generation [13]
e Avoidance
o SCA[14]
e Mitigation
o RARR [15], Validating Low-Confidence Generation [13]
e Open Challenges

o  RAG, longer context limitation, knowledge conflict, text-to-image, image-to-text, text-to-video, video-to-text,
speech
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