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Tutorial Schedule

Time Section

08:30 - 08:45 Section 1: Introduction

08:45 - 09:45 Section 2: Hallucination Detection/Mitigation

09:45 - 10:00 Section 3: Open challenges

10:00 - 10:15 Q & A Session



Tutorial Resources

The tutorial slides and resources are available at 
https://vr25.github.io/aaai25-hallucination-tutorial/

Q&A
● Remote attendees on Zoom have the option to type in the chat, and one 

of the instructors will moderate the discussion.
● Longer Q&A/discussion/debate will be at the end.

https://vr25.github.io/aaai25-hallucination-tutorial/


What is hallucination?



Deception is an inherent aspect of social interactions, with research indicating that 
most people engage in at least once or twice daily!

https://docs.google.com/file/d/1fmAlYYFpdwTV5YADeSvopi36VBxRCQeU/preview
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“AI Is Incredibly Smart 

and Shockingly Stupid” 

– Yejin Choi 
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https://docs.google.com/file/d/1ZZT5vTtugQLdmgoNMXeZND9XTU5HUiKB/preview
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https://docs.google.com/file/d/1Pjrt_3MomHCDuIuS0FLt0Mx3kRmPFgbt/preview
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Evolution of Hallucination: 2022 - 2024
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Evolution of Hallucination: 
2022 - 2024
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https://arxiv.org/pdf/2309.05922

https://arxiv.org/pdf/2309.05922
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https://deepgram.com/learn/whisper-v3-results 

http://www.youtube.com/watch?v=fj_MkZPfa40
https://deepgram.com/learn/whisper-v3-results
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http://www.youtube.com/watch?v=lfbImB0_rKY
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http://www.youtube.com/watch?v=TzfZIaOdx3U
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Detection
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- What:

● SelfCheckGPT is a zero-resource approach designed to detect hallucinations in LLM-generated responses. 
● The key idea is to use sampling-based methods to evaluate the consistency of generated responses without relying on 

external databases.

- Why:

● By providing an effective hallucination detection method, SelfCheckGPT aims to enhance the reliability and 
trustworthiness of LLM outputs, especially in scenarios where access to the model's internal states or external databases 
is not feasible.

● SelfCheckGPT is thus a type of black-box method.

SelfCheckGPT

37
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AUC-PR for sentence-level detection tasks. Passage-level ranking 
performances are measured by Pearson correlation coefficient and 
Spearman’s rank correlation coefficient w.r.t. human judgements. 

Experimental Results

38

- How:

● SelfCheckGPT leverages the simple idea that if an LLM has 
knowledge of a given concept, sampled responses are likely 
to be similar and contain consistent facts.

● However, for hallucinated facts, stochastically sampled 
responses (i.e., token sampling methods such as 
top-p/top-k sampling or beam search, adjusting the softmax 
temperature, etc.) are likely to diverge and contradict one 
another.

- So What:

● SelfCheckGPT can effectively detect hallucinated sentences 
with higher accuracy compared to several baseline 
methods.

● SelfCheckGPT's prompting method achieved the highest 
performance in detecting non-factual sentences.

● The approach is applicable to black-box models, making it 
versatile for various LLMs accessed via APIs.

● Empirical results show that SelfCheckGPT outperforms 
grey-box methods, proving its effectiveness in both 
sentence-level and passage-level hallucination detection 
tasks.
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FACTScore

39

- What:

● FACTScore measures the factual accuracy of text generated by 
LLMs.

● Breaks down generated text into atomic facts and calculates the 
percentage supported by reliable sources.

● Provides a fine-grained evaluation compared to binary 
judgments of quality.

- Why:

● Addresses the need for a more precise assessment method 
since generated texts often mix supported and unsupported 
information.

● Aims to provide a more accurate and detailed measure of 
factual precision to improve the reliability of LMs.
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- How:

● Defines an atomic fact as a short sentence with a 
single piece of information.

● Uses biographies for evaluation due to their objective 
nature and diversity.

● Employs an automated estimator to break text into 
atomic facts and validate against a knowledge source.

● Evaluates state-of-the-art LMs like InstructGPT, 
ChatGPT, and PerplexityAI using Generalizable 
T5-based Retrievers for passage retrieval.

FACTScore



Hallucinations in Large Multimodal Models © 2025 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das

- So What:

41

FACTScore

● Legend:
○ No-context. Feed LLM just the prompt input <sentence>
○ Retrv→LM. Use a passage retrieval system to find supporting evidence from an external 

knowledge source (Wikipedia in this case).
○ + Atomic Facts. Adding atomic facts and their labels. Specifically, after the input sentence they 

add information to the prompt of the form: 
Fact 1 (True/False): <atomic fact 1> 
Fact 2 (True/False): <atomic fact 2>...
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G-Eval

42

- What:

● G-Eval is a framework using LLMs with chain-of-thoughts (CoT) and a form-filling paradigm to assess the quality of 
natural language generation (NLG) outputs.

- Why:

● To improve the correlation between automatic NLG evaluation metrics and human judgments, especially for creative and 
diverse tasks where conventional metrics like BLEU and ROUGE fall short.
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- How:

● Task Introduction and Evaluation Criteria: Input these to the LLM.
● Generate CoT: The LLM generates a chain-of-thoughts outlining detailed evaluation steps.
● Form-Filling Paradigm: Use the prompt and generated CoT to evaluate NLG outputs systematically.
● Final Score Calculation: Use probability-weighted summation of the output scores.

- So What:

● Performance: G-Eval with GPT-4 achieves a Spearman correlation of 0.514 with human judgments on the summarization task, 
outperforming previous methods.

● Preliminary Analysis: Identifies potential bias of LLM-based evaluators towards LLM-generated texts.

G-Eval

G-Eval prompt to evaluate hallucinations.
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Mitigation
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- What:

● Reduce hallucinations in conversational AI models by using retrieval augmentation.
● Integrating a neural-retrieval-in-the-loop architecture to improve the factual accuracy 

and coherence of responses in knowledge-grounded dialogue systems. 

- Why:

● The intended result is to enhance the knowledgeability and factual correctness of 
dialogue models while retaining their conversational fluency.

46

Retrieval Augmentation Reduces Hallucination in Conversation

- So What?

● State-of-the-Art Performance: The best models achieved state-of-the-art performance on knowledge-grounded conversational tasks, such as Wizard 
of Wikipedia and CMU Document Grounded Conversations.

● Reduction in Hallucination: Human evaluations confirmed a substantial reduction in hallucinated responses by over 60%. Knowledgeability metric 
gains were 70% for in-distribution data and 85% for out-of-distribution data.

- How:

● Architectures Explored: The study explores various architectures combining retrievers, rankers, and encoder-decoders.
● Retrieval-Augmented Generation (RAG): Utilizes Dense Passage Retriever (DPR) and incorporates retrieval scores into the generation process, 

allowing the model to retrieve relevant documents from a large corpus.
● Fusion-in-Decoder (FiD): Retrieves documents, encodes them independently, and combines their outputs before decoding, allowing the model to 

attend to multiple documents simultaneously.
● Iterative Retrieval: Enhances retrieval through repeated querying, improving the model's ability to find relevant knowledge across multiple dialogue 

turns.
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- What:

Given an input, we iteratively generate sentences from the model and actively detect and 
mitigate hallucinations. 

- How:

Detection:

● Identify the important concepts and calculate model’s uncertainty on them.
● Validate the correctness of the uncertain concepts by retrieving relevant knowledge. 

Mitigation:

● Repair the hallucinated sentence using the retrieved knowledge as evidence.
● Append the repaired sentence to the input (and previously generated sentences) and 

continue generating the next sentence. 

47

A Stitch in Time Saves Nine: Detecting and Mitigating Hallucinations of LLMs by Validating 
Low-Confidence Generation

- So What?

● This method not only mitigates current hallucination but also prevents its propagation in the 
subsequently generated sentences.

● Comparing percentage of hallucinations (on the ‘article generation task’) in the 
output of GPT-3.5 (text-davinci-003) and the proposed active detection and 
mitigation approach.
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Chain-Of-Verification (CoVe) Reduces Hallucination

- What:

● CoVe is a prompt-based method that reduces inaccuracies in LLMs' responses by 
verifying individual facts through structured questioning.

- Why:

● Enhance the factual accuracy of responses.
● Reduce the occurrence of factual hallucinations in generated content.
● Ensure that revised responses are more reliable and accurate.

- How:

Baseline Response Generation:

● LLM generates an initial response to a user query, which may contain inaccuracies.

Verification Plan:

● CoVe generates a set of verification questions to check the accuracy of the baseline 
response.

Execution of Verification:

● Answer each verification question individually.
● Check for agreement and accuracy of the facts.

48
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● Legend
○ Joint: Planning and execution are accomplished by using a 

single LLM prompt.
○ Two-step: Separate the planning and execution into separate 

steps, both with their own LLM prompt. To avoid hallucination 
for verification questions similar to the original baseline 
response.

○ Factored: The factored version of CoVe answers verification 
questions such that they cannot condition on the original 
response, avoiding repetition and improving performance.

Chain-Of-Verification (CoVe) Reduces Hallucination

- So What:

● Improved Accuracy:
○ Individual verification questions show 

higher accuracy than the initial response.
● Reduced Hallucinations:

○ Significant reduction in factual 
hallucinations.

● Enhanced Performance:
○ Factored CoVe improves overall 

performance by avoiding repetition and 
ensuring independent verification.

● Reliability:
○ Final responses are more reliable and 

factually accurate.

49

Test Precision and average number of positive and negative 
(hallucination) entities for list-based questions on the Wikidata and 

Wiki-Category list tasks.
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Name-Nationality
An article and generated 
summary from BART model 
trained on XSum dataset. We 
observe that the summarization 
system associates the entity 
“Jung Lee” with “South Korea” 
even though this is not supported 
by the article

53

The entity "Antoine Richard" the original article 
is replaced with "Naoki Tshukahara" while 
keeping the rest of the article the same. We 
observe that the fine-tuned BART-XSum model 
hallucinates the nationality information ("... was 
born in Tokyo, Japan") in the generated 
summary. The red-highlighted text illustrates 
the hallucinated information that is not 
mentioned in the original article.

https://aclanthology.org/2023.eacl-main.234.pdf
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Hallucination Taxonomy

54

https://aclanthology.org/2023.emnlp-main.155/
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Factual Mirage and Silver Lining 

55
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Hallucination Categories

56



Image-to-Text
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Image-to-Text
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Image-to-Text



Hallucinations in Large Multimodal Models © 2025 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das 60

Image-to-Text
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MetaToken

61

https://arxiv.org/pdf/2405.19186



Text-to-Video
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Omission Error

An airport runway with a large 
plane and cars parked on one side

63

Wooden cabinetry in a blue 
kitchen with white appliances

https://arxiv.org/abs/2411.10867

https://docs.google.com/file/d/13AdHL80CeoVK_L6B76SYex_VD3c8qVL4/preview
https://docs.google.com/file/d/12YVgxAeXjL9szlBWNfsJlG1qsoiFAmCm/preview
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Numeric Variability

7 jars full of grain with rotten 
bananas hanging over them

64

Two people on their 
surfboards in rough water

https://docs.google.com/file/d/1OXo6eI6ig7-krMZ-rwmaFiK7b3vHY_Gl/preview
https://docs.google.com/file/d/1rf4SXln-yyVL_f-CeeKlZSdQxjLGE1Ws/preview
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Temporal Dysmorphia

Skateboarder and blue shirt and 
black jeans jumping on his board

65

A man in athletic wear swings a 
tennis racket through the air

https://docs.google.com/file/d/1Gl-KQG_WDdHM1RfkOZW3uKl2jxSJhMc1/preview
https://docs.google.com/file/d/1U28kxHbEvdCoe3FY92iT0ZP9b2DqK21P/preview
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Physical Incongruity

Series of lights coming off of 
a passenger train at night

66

An animal that is walking in 
a crowd of people

https://docs.google.com/file/d/1Wb9KTIEQ1Apy1L3v5nnsyvP6jMuWRtng/preview
https://docs.google.com/file/d/146Dvna6b1APfQRNYbWOOpiW5hKm1UJ_f/preview
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Vanishing Subject

A couple of guys are 
playing a soccer game

67

Slices of orange are 
arranged on a plate

https://docs.google.com/file/d/13ZimGC8OwB_OBvlT3Y2LFawISfGdphjN/preview
https://docs.google.com/file/d/1bpMqHEEKnLRg7hM7H1eWCMu2uy4mO6fD/preview
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Sora Detector

68

https://arxiv.org/pdf/2405.04180



Quantify Hallucination
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Hallucination Vulnerability Index (HVI)

70
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Galileo’s LLM Hallucination Index

72
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Vectara’s LLM Hallucination Rate

73



Open Challenges
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Does Fine-Tuning LLMs on New Knowledge 
Encourage Hallucination?
● Authors demonstrate that large language models struggle to acquire new 

factual knowledge through fine-tuning, as fine-tuning examples that introduce 
new knowledge are learned significantly slower than those consistent with the 
model’s knowledge.

● However, authors also find that as the examples with new knowledge are 
eventually learned, they linearly increase the model’s tendency to hallucinate. 

https://arxiv.org/pdf/2405.05904

75

https://arxiv.org/pdf/2405.05904
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LoRA Learns Less and Forgets Less

76

● This study aimed to compare LoRA to 
full fine-tuning on two different target 
domains: programming and 
mathematics.

● Moreover, the authors also compared 
instruction fine-tuning and continued 
pre-training scenarios.

https://arxiv.org/pdf/2405.09673 

https://arxiv.org/pdf/2405.09673


Hallucinations in Large Multimodal Models © 2025 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das

Tug-of-War Between Knowledge: Exploring and Resolving 
Knowledge Conflicts in Retrieval-Augmented Language Models

77

● We find that stronger Retrieval-augmented language models 
(RALMs) emerge with the Dunning-Kruger effect, 
persistently favoring their faulty internal memory even when 
correct evidence is provided.

● Besides, RALMs exhibit an availability bias towards 
common knowledge.

● Moreover, we find that RALMs exhibit confirmation bias, and 
are more willing to choose evidence that is consistent with 
their internal memory.

https://aclanthology.org/2024.lrec-main.1466.pdf 

https://aclanthology.org/2024.lrec-main.1466.pdf
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Long-context LLMs Struggle with Long In-context Learning

78

● Finds that after evaluating 13 long-context LLMs on long in-context learning the LLMs perform relatively 
well under the token length of 20K. However, after the context window exceeds 20K, most LLMs except 
GPT-4 will dip dramatically.

● "Further analysis revealed a tendency among models to favor predictions for labels presented toward the 
end of the sequence."
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Linear Regression also hallucinates!

79

Every miscalibrated 
model (and most of 

models are 
miscalibrated) that 

over confidently 
predicts something 

with confidence 
exceeding its actual 

accuracy is well 
hallucinating.
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Is hallucination always bad?

81

https://www.washingtonpost.com/opinions/2023/12/27/artificial-intelligence-hallucinations/

https://www.washingtonpost.com/opinions/2023/12/27/artificial-intelligence-hallucinations/
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Can AI hallucinations be eliminated? 

82
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https://docs.google.com/file/d/1oP69sbyGjkDNLqqSqvV2_8zKn1CgF3gV/preview
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Key Takeaways

● Categorization
○ Intrinsic vs. Extrinsic [1], Factual vs. Non-Factual [2], Name-Nationality [3], Factual mirage vs. Silver lining [4]

● Dataset
○ HaluEval [5], Hallucinations Leaderboard [6], HELMA [7], HiLT [4]

● Quantification
○ Galileo’s LLM Hallucination Index [8], Vectara Factual Consistency Score [9], HVI [4], HVI_auto [10]

● Detection
○ SelfChekGPT [11], HALO [12], Validating Low-Confidence Generation [13]

● Avoidance
○ SCA [14]

● Mitigation
○ RARR [15], Validating Low-Confidence Generation [13]

● Open Challenges
○ RAG, longer context limitation, knowledge conflict, text-to-image, image-to-text, text-to-video, video-to-text, 

speech

84
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